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Artificial insemination in the field of dairy science has been a boon for farmers,

which allows them to breed the cows when they are in heat, as the heat detection is

majorly done on the basis of the cow’s increased activity, due to other biological

factors of the cow there can be a lot of uncertainty in the cow having a positive

breeding outcome. Hence, the time of the insemination matters a lot, which can be

understood using data science methods. Specifically machine learning can be used

to help solve this uncertainty issue. Machine

learning is used to draw inferences from

patterns in the data using various algorithms.

by incorporating the history, reproduction,

and biological features of the cow the

decision making for breeding and the issue

of animal replacement can be solved, also

while making the whole breeding process

more economical for the farmers.

Data from cows is collected through the use of various types of sensors. The

dataset available includes the activity, reproduction, health disease and milk yield

information of the cows. This data contains 26,654 samples for 6632 cows. Current

work is based on utilizing the activity and reproductive history of the cow. The

activity related features of the cow include the steps, lying and standing time. The

reproductive features are dim, nbred, and nlact, and the target is the breeding result

the lagsteps contains missing and Nan values, and the dataset is highly imbalanced

with the percentages of 0’s being 78.8% and 1’s being 21.1%.

Feature Engineering: The lagsteps feature contains values for the steps of the

cow/hour and it is recorded for 10 days. The general expectation is that the steps

should increase as the day of breeding approaches. A new feature called deviation

is derived from the lagsteps which is the difference between the average steps/hour

from day 2 to day 10 and readings from day 1, after which the breeding is

performed. Season of the breeding, which is obtained from the date of the breeding.

Types of Datasets: Four datasets are used for comparing the results and

understanding which models work the best for the research problem.

Original 
Dataset

Dataset 4

Balanced, includes cows with 
at least one positive breeding 
outcome from dataset 3 and 

their first failed attempt of 
breeding

Dataset 3

(Balanced, consists 
of first failed 
attempt and 

successful attempt 
of breeding)

Dataset 2

(Unbalanced,
includes cows with at 

least one positive 
breeding outcome)

Dataset 1

(Unbalanced, with 
the features 

mentioned in the 
table)

Methods used for predicting the probabilities of the breeding outcome are:

1. Logistic Regression : It models the probability of distinct outcome given an

input variable using the logistic function, and is therefore used for predictions of

binary outcomes.

2. Random Forest : Comprises of countless individual decision trees, where each

decision tree lets out a class prediction and the class with the most votes turns

in to our model's expectation.

3. XGBoost Classifier: It is also a decision-tree based ensemble machine

learning algorithm. It utilizes a gradient boosted framework. L1 and L2

regularization are used to improve the generalization capability of the model.

4. Deep Neural Network : The DNN consists of an input layer, hidden layers and

an output layer. Gradient descent is used as an optimizer to update the weights.

Evaluation Metrics: Metrics are parameters that can be utilized to check how

accurately the particular problem at hand has been solved. The evaluation metrics

used are ROC curve, AUC score, and confusion matrix.

The results for four datasets obtained are:

Logit Function Random Forest DNN

Method to avoid over-fitting

6296 1725

1 1

6297 1726

0 0

6121 1650

176 76

5650 1530

647 196

6296 1725

1 1

ROC Curves :

The confusion matrix, ROC curves and AUC scores are obtained for four

datasets, where two of them are balanced datasets.

1. For dataset 1 and 2 the classification results show that XGBoost and DNN

give some class separation. But, the ROC curve and AUC scores show that

Logistic regression with lasso penalty and random forest give better results,

with the highest auc score being 0.6003 and 0.6053 respectively.

2. For dataset 3 and 4, which are the balanced datasets, random forest has the

lowest FN, and FP after classification, while logistic regression with lasso

penalty and random forest have the best AUC scores and ROC curves with

highest auc scores being 0.8710 and 0.8620. In general the AUC scores for

balanced datasets are much higher than the unbalanced datasets (dataset 1

and 2), with logistic regression (lasso penalty) and random forest being the

most accurate while predicting the probabilities.
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